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Abstract — The rapid growth of e-commerce has caused product overload where customers on the Web are no longer able to effectively choose the products they are exposed to. Developing an intelligent recommendation system is proposed to overcome the problem of overloaded product’s information provided by the e-commerce enterprises. This paper proposes a new hybrid recommendation scheme, called NOVEL, based on CF, WebCF-AR and WebCF-PT to enhance the recommendation quality and the system performance of current recommender systems. The NOVEL method, showing a minimal qualitative improvement of 50% compared to the present methods of product suggestion, has advanced tremendously the existing ecommerce product suggestions employing costumer navigational and behavioral algorithms.
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1. Introduction
 The amount of information in the world is increasing far more quickly than our ability to process it. All of us have known the feeling of being overwhelmed by the number of new books, journal articles, and conference proceedings coming out each year. One solution to this information overload problem is the use of recommender systems. Recommender systems are used by e-commerce sites to suggest products to their customers and to provide consumers with information to help them determine which products to purchase. The products can be recommended based on the top overall sellers on a site, on the demographics of the consumer, or on an analysis of the past buying behavior of the consumer as a prediction for future buying behavior [1]. 

Recommender systems enhance e-commerce sales in four ways: helping customers find products they wish to purchase; converting browsers into buyers; improving cross-sell by suggesting additional products for the customer to purchase; improving loyalty by creating a value-added relationship between the site and the customer [2]. 

Recommender systems have emerged in e-commerce applications to support product recommendation [3], which provide individual marketing decisions for each customer [4]. Recommender systems are technologies that assist businesses to implement one-to-one marketing strategies. Recommender systems rely on customer purchase history to determine customer preferences and to identify products that customers may purchase. Supporting product recommendation services can strengthen the relationship between the buyer and seller and thus increase profit [3], [5]. 

This paper attempts, first, to give a short history of recommender methods such as CF, WebCF-PT, WebCF-AR and association rule mining approaches, and to discuss about their advantages and pitfalls. It then introduces an enhanced new hybrid method called "NOVEL" that incorporates the advantages of the so-called methods. The NOVEL method has empirically been analyzed and compared with some well-known methods. 

2. Related Work
A. Collaborative Filtering Recommender Method
Although a variety of recommendation techniques has been developed recently, collaborative filtering (CF) has been known to be the most successful recommendation technique and has been used in a number of different applications such as recommending web pages, movies, articles and products [6]-[8]. The goal of the CF is to suggest new items or to predict the utility of a certain item for a particular user, based on the user’s previous likings and the opinions of other like-minded users [9]. However, CF suffers from two fundamental problems. Sparsity: stated simply, most users do not rate most items and hence the user-item rating matrix is typically very sparse. Therefore the probability of finding a set of users with significantly similar ratings is usually low. First-rater Problem: an item cannot be recommended unless a user has rated it before. This problem applies to new items and also to obscure items and is particularly detrimental to users with eclectic tastes [10].

B. WebCF-AR

WebCF-AR is a model-based recommendation method [11] that addresses the sparsity and the scalability problems of existing CF-based recommender systems. Web usage mining analyzes customers’ shopping behaviors on the Web and collects their implicit ratings. This increases the number of ratings rather than obtaining subjective ratings, thereby reduces the sparsity [12]. The scalability problem is addressed by using the dimensionality reduction technique together with the model-based approach. Product taxonomy is employed as a dimensionality reduction technique that identifies similar products and groups them together thereby reducing the rating matrix. Association rule mining, as a model-based approach, is applied to identify relationships among products based on such a product grouping and these relations are used to compute the prediction score [11].

The entire procedure of WebCF-AR is divided into four phases: grain specification, customer preference analysis, product association analysis, and recommendation generation.

C. Association Rule Mining

Given a set of transactions where each transaction is a set of items (itemset), an association rule implies a knowledge or pattern in the form of X => Y, where X and Y are itemsets; X and Y are called the body and the head, respectively. The support for the association rule X => Y is the percentage of transactions that contain both itemsets X and Y among all transactions. The confidence for the rule X => Y is the percentage of transactions that contain itemsets among transactions that contain itemset X. The support represents the usefulness of the discovered rule and the confidence represents certainty of the rule.  Association rule mining is the discovery of all association rules that are above a user-specified minimum support and minimum confidence. Apriority algorithm is one of the prevalent techniques used to find association rules [13]. Association rule mining has been widely used in the filed of recommender systems [14] - [16]. 

D. WebCF-PT

WebCF-PT is a recommendation method based on Web usage mining and the product taxonomy to improve the recommendation quality and the system performance of current CF-based recommender systems. The overall procedure of WebCF-PT is divided into four phases: grain specification, customer profile creation, neighborhood formation, and recommendation generation. The input data consist of Web server log files, product database, customer database and purchase database. The endmost output is the personalized product recommendation list. Using the recommendation list, the Web retailer may be able to perform effective one-to-one marketing campaigns of providing individual target customer with a personalized product recommendation by the delivery of email or by the presence of personalized Web pages, etc. This method has some prominent advantages. First, WebCF-PT applies the product taxonomy both to reducing the sparsity in the rating database and to improve the scalability of searching for neighbors. Second, it develops a Web usage mining technique to capture implicit ratings by tracking customers’ shopping behaviors on the Web and applies it to reducing the sparsity. Third, it develops a Web usage mining technique to choose proper products to recommend from the neighborhood [17].

3. NOVEL MeTHOD
The fore-mentioned recommender methods have some merits in conjunction with some impairment. NOVEL is a novel method in which the four introduced methods are combined together so that the advantages of the collaborating filtering recommendation based on users and products characteristics are used. 
Moreover classifying the products in similarly characterized groups eliminates the elaborative and time-consuming separation problems encountered with during grouping of costumers in the CF method. Such merit is derived from clustering-based neighborhood collaborative filtering. Also, the goods characteristics have been accounted for both in the definition of customer groups and in the final steps of recommendation after collaborative filtering. This property prepares the possibility of recommending new goods to the target costumer. By using WebCF-AR and WebCF-PT in a combined fashion, the advantages of two methods are integrated and is favored by association rule mining for improving the recommendation quality which was otherwise ignored in WebCF-PT method.

The NOVEL recommendation method is made of eight steps, where in each step, the characteristics of several former recommendation methods are preserved. The following section presents the detailed procedure.

4. Detailed Procedure

Phase 1: Grain Specification

In this phase, we identify similar products and group them together using product taxonomy so as to reduce the product space. All the products are grouped by specifying the level of product aggregation on the product taxonomy that is provided by the marketer or domain expert [17].

Phase 2: Customer Preference Analysis

NOVEL applies the results of analyzing preference inclination of each customer to make recommendations. For this purpose, we propose a customer preference model represented by a matrix, as done in WebCF-PT and WebCF-AR methods. The customer preference model is constructed based on the following three general shopping steps in Web retailers. Click-Through: the click on and the view of the Web page of the product. Basket Placement: the placement of the product in the shopping basket. Purchase: the purchase of the product. We can thus classify all products into four product groups as purchased products, products placed in the basket, products clicked through, and non-visiting products. With the above terminology, the customer preference matrix is defined by P = (Pij) , i = 1 ,..., m (total number of customers), j = 1 ,…, n ( total number of grain product classes) where: 
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    = 0 for non-visited products,                (1)
Pij implies that the preference of customer i across every products in a grain product j depends on the normalized value of total number of occurrences of click-through, basket placement (reserve) and purchases. The coefficients α, β and γ reflect the relative importance of each item on the customer buying behavior and ranges between 0 and 1. There is no general rule to make the best assignments of these coefficients. However, investigation of the customers past buying behavior in a particular online store provides a good basis for the assignment. This way Pij ranges from 0 to 3, where a more preferred grain product results in a higher Pij value [11], [12].

Phase 3: Measuring Customer Correlation

The similarity of preferences among customers can be measured in various ways. A common method is to compute the Pearson correlation coefficient defined below [5]:
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The notations ¯Pa and ¯Pb denote the average number of products clicked, reserved or purchased by the customers a and b, respectively. Variable I denotes the set of products groups. Additionally, Pa,s and Pb,s indicate whether customers a and b have clicked, reserved or purchased product item s.

Phase 4: K-Clustering

K-means technique is employed to cluster customers based on the Pearson correlation coefficients. The centroid of a cluster is represented by both the average purchase preferences of customers within the cluster. Customers are assigned to a cluster with maximum Pearson correlation coefficient.

Phase 5: Accumulative Preference Analysis

We define the accumulated preference matrix P1 = (Pj), j = 1 ,…, n, where Pj represents the weighted sum of the total number of clicked-trough, reserved or purchased products in the product class j by all customers belonging to the cluster containing the target customer. Thus P1 is a one-dimensional matrix where the jth element implies the overall preference of the customers neighboring to the target customer across every product in the product class j. Mathematically speaking [11]:
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 where m’ denotes the number of neighboring customers.

Phase 6: Product Association Analysis
In this phase, we first search for meaningful relationships or associations among grain product classes through mining association rules from the large transactions. In order to capture the customer’s shopping inclination more accurately, we look for association rules from three different transaction sets: purchase transaction set, basket placement transaction set and click-through transaction set. Next, we calculate the extent to which each grain product class is associated with the others using the discovered rules. This work results in building a model called product association model represented by a matrix. A product association matrix A = (aij), i, j = 1 ,…, n is defined as follows:

                   1 if    i=j
                1 if   purchase i=> purchase j
 aij  =        0.5 if basket  i=> basket j
                0.25 if click i=> click j
                0 otherwise                                 (4) 

   The multipliers for purchase associations are heuristically set higher than those for basket placement, because we can logically assume that the degree of association in the purchase is more related to the purchasing pattern of customers than those in the basket placement. In the same manner, the multipliers for basket placement associations are set higher than those for click-through [11].

Phase 7: Ranking Grain Products

In the 5th and 6th phases, we built the customer and his/her neighbors preference model as well as the product association model. In this phase, a personalized recommendation list for a specific customer cluster is produced by scoring the degree of similarity between the associations of each grain product class and their preferences and by selecting the best scores. Cosine coefficient [14] is used to measure the similarity. The matching score sij between the same group customers and a grain product class j is computed as follows [11]:

sij= Pi . Aj / (║Pi║.║Aj║)                           (5)
where Pi is the 1 × n row vector of the customer preference, and Aj is the jth column vector of the n × n product association matrix A. Here, n refers the total number of grain product classes. The sij value ranges from 0 to 1, where more similar vector results in higher values.

   Phase 8: Product Recommendation

   The previous phase provides the higher preference of grain product classes for group of the goal costumer. Hence, in that case, we have to choose which products in this grain product class have the highest reference frequency and recommend them to the target costumer. This method follows from the hypothesis that the more a product is referred, the higher the possibility of purchase.

5. execution of NOVEL in a sample department store
To investigate the performance of the NOVEL method compared with other methods, we used the shopping database of a typical department store which was collected for a period of one year. Our database consisted of reference frequencies and shopping history of 41 customers. There was 108 different goods in the database which was categorized in 21 grain products based on the requests. The attendant was also asked to form the association matrix of goods, according to his/her experiences. 

A. Experimental metrics

To evaluate the quality of the recommendation set, recall and precision have been widely used in the recommender system research. These measures are simple to compute and intuitively appealing, but they are in conflict since increasing the size of the recommendation set leads to an increase in recall but at the same time a  decrease in precision [5], [12].
Hence, we used a combinatory metric that gives equal weight to both recall and precision called F1 metric [11], [12]:
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B. Experimental results

With the fore-mentioned preparations, three different modes of execution were considered in which the recommendations were calculated for WebCF-AR, WebCF-PT and NOVEL methods. Each method was carried out for eight randomly selected customers (target customers). For every selected customer, every given method was executed against four different cases regarding the number of items in the recommendation list, considered to be 9, 12, 15 and 20 items. We thus obtained a total of 96 recommendation lists ranging over eight selected customers, three recommender methods and four cases of number of items.

Next, in order to assess the recommendation quality according to (6), we entered 80 percent of customer’s past shopping data into our database but kept out the remaining recent data as reference for comparison purpose. The results obtained from 96 execution times were then used to compare the statistics of the NOVEL method against WebCF-AR and WebCF-PT methods as summarized in Table 1.
Table 1 - Comparison of recommendation quality in tests

	Recommendation Performance
	No. of equal F1s
	No. of larger F1s
	Percentage of larger F1s 

	Comparison of NOVEL with WebCF-AR  
	7
	22
	68.75

	Comparison of NOVEL with WebCF-PT
	15
	16
	50


   As indicated in the Table, NOVEL method could remarkably raise the quality of recommendation to the target costumer in comparison with both WebCF-AR and WebCF-PT methods. The proposed method superimposed WebCF-AR by 68.75 percent and dominated WebCF-PT by 50 percent in the recommendation quality.

  Particularly, in the case of considering 9 items in the recommendation list, the successful recommendations produced by NOVEL that lead to purchase was 71 percent higher than those produced by WebCF-AR and 62.5 percent higher than those generated by WebCF-PT. Table 2 presents comparative results for all four cases regarding the number of recommended items. These results verify evidently the superior performance of the proposed recommendation scheme. 
Table 2 - Comparison of successful recommendations versus the number of items in recommendations list
	Percentage of Higher Correct Recommendations
	Number of items in the recommendation list

	
	9
	12
	15
	20

	Comparison of NOVEL with WebCF-AR  
	71
	75
	65
	65

	Comparison of NOVEL with WebCF-PT
	62.5
	62.5
	50
	50


C. Advantages of NOVEL method

1. This recommendation method is based on the highest reference of target costumer and his/her neighbors to the goods, which address the deficiencies of WebCF-AR that comes from ignorance of other costumers preferences.

2.
This method is also suitable for recommending new goods which have not been bought or seen by any other costumers, this fact compensates one of the important deficiencies of WebCF-PT and CF methods.

6. Summary and conclusion
In this paper, first we introduced, four recommendation methods (namely Cf, WebCF-AR, WebCF-PT and Association rule mining) and then presented a hybrid method called NOVEL which aimed to exploit the advantages of those methods and to weaken their deficiencies. The proposed method retain the advantages like reducing the sparsity and improving the scalability with usage of product taxonomy. By tracking customers’ shopping behaviors on the Web, NOVEL can capture implicit ratings and thus reduce the sparsity. Secondly, NOVEL utilizes the association rules from click-stream data and improves the scalability. The NOVEL method also takes the behavior patterns into account to be useful for all kind of electronic trade. As a future research matter it is considered to add customer lifetime value (CLV) to further improve this method for the competitive environments in ecommerce. Additionally, the effect of CLV on recommendations should be investigated to make more effective marketing strategies.
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