The Journal of Knowledge Economy & Knowledge Management 2007, Volume II Fall
Bilgi Ekonomisi ve Yönetimi Dergisi 2007, Cilt: II, Sayı:II GÜZ

ENDOGENOUS GAMES
AND THE EQUILIBRIUM ADAPTATION
OF SOCIAL NORMS AND ETHICAL CONSTRAINTS John P. Conley


William S. Neilson 

Abstract:  We depart from the usual assumption in noncooperative game theory that games arise exogenously.  We assume instead that games between agents are formed endogenously in the sense that agents choose their opponents through a costly search process.  Since agents are aware in this situation that both parties have the option of rejecting a match, they have an incentive to make themselves as attractive a partner as they can.  This is accomplished in a pregame in which agents consider all the potential strategies in a game but choose to learn only a subset.  We assume that this choice is observable by their potential partners in the matching game.  We motivate this as a proxy for subscribing to a code of ethics, accepting a set of social norms, or being a member of a religious, philosophical, or political group.  We show that agents will sometimes choose to constrain their actions sets in the pregame in order to achieve better matches and higher payoffs.  We suggest that this might provide at least a partial explanation for experimental observations that agents apparently choose strategies that do not maximize their payoffs.

1.  Introduction


Experiments and everyday observations show that in many situations, people do not seem to behave as classical game theory predicts. One potential explanation is that people are boundedly rational. It may be difficult for people to understand their best interests in complicated situations. While true, this does not help us understand why agents continue to follow apparently suboptimal strategies in very simple strategic situations such as ultimatum games. More recently, alternative explanations have been suggested by behavioral economists. They propose that people are not making mistakes when they fail to do what game theorists predict but instead are basing their actions on rules of thumb, a concern for the welfare of others, or perhaps are following a prevailing social norm.

It would be hard to deny these are important elements in determining human behavior. For example, professionals, even professors(!), devote considerable time and energy to meet self-imposed standards even when there is no expectation of being rewarded. We don’t expect our doctor to lie to us about our condition in order to run up the bill despite our inability to verify or even understand his diagnosis. We count on his sense of professionalism or ethics. In a similar vein, most people choose not to steal or embezzle even when there is little or no chance of getting caught. Why don’t these agents follow their apparent self-interest? Clearly, the standard game theoretic approach is missing something in its description of human behavior.


Our objective in this work is to propose a new approach that may begin to provide a game theoretic foundation for the important observations of experimentalists and behavioralists. We believe that the endogenous games we describe formally in the next section correspond well to a number of existing social and institutional structures we see in everyday life. Recall that, traditionally, a game is taken to be a set of players, strategy sets, and a payoff function for each player. Note that the strategy sets are almost always taken as exogenous. Most often, the set of players in a game is also taken as given. Thus, it is assumed that the players who happen to find themselves in a game have no alternative but to choose strategies and receive payoffs accordingly.


We argue that both of these assumptions:  a fixed player set, and fixed strategy sets, are not justified in the real world.  Many, perhaps most, games we play (marriage, co-authorship, jobs, for example) are entered into voluntarily.  We choose our partners and only subsequently play the game.  In other words, games frequently are formed endogenously and are not exogenously imposed on agents.  Note that this is very similar in spirit to the Rubinstein and Wolinsky (1985) two-sided bargaining model.  We will, in fact, make use of a version of their model here.


The second assumption, fixed strategy sets, is also open to question.  We will argue that the reason that agents do not steal from the poor box when no one is looking is that they have chosen to adopt a set of ethics that precludes them from taking such an action.  Of course, if we stopped here, we would just be backing up the behavioral assumption one step.  Our purpose in this paper is therefore to explore how and why people apparently choose to adopt ethics that constrain their action sets.  In particular, we will show that adopting such constraints is an equilibrium outcome of a broader game.


In this paper we consider a two stage game.  In stage one, which we call the pregame, agents choose to learn a subset of all potential strategies in the game.  For now, we assume learning is costless.  We shall also assume for now that these choices are public information and in making these selections, agents choose a best response to the set of strategies learned by all the agents in the population.  In stage two, agents are randomly partnered.  They may choose to play the game or wait until the next round for a new partner.  If they play, they get to choose strategies, receive their payoffs and retire from the game.  If they choose not to play, they pay a delay cost and wait to match again in the next round.  This continues until they find a partner and retire.  We assume that all agents who retire are replaced by new agents with identical strategy sets.  Thus, the characteristics of the population stay constant.


We apply this approach to a prisoner's dilemma game.  We show that if we restrict attention to pure strategies, only two outcomes are possible:  all agents learn to defect or all agents learn only to cooperate.  If we modify this game to allow a finite set of partially cooperative behaviors then only two classes of outcomes are possible.  If the set of partially cooperative strategies is coarse enough relative to the cost of search, then any outcome in which all agents learn the same, unique strategy is an equilibrium.  If, however, the set of alternatives becomes fine enough, then the game unravels in the sense that only all agents learning and playing the noncooperative strategy is an equilibrium.


Note that what drives these results is clearly not that the pregame is equivalent to a precommitment device.  If this were so, only the cooperative outcome would be an equilibrium.  Also observe that the equilibria have the flavor of a social norm.  When there are bright lines between possible classes of ethical values, the equilibrium is for all agents to choose the same set of values.  Agents who fail to do so will not find partners.  However, if there are many values systems that are almost equivalent, agents can choose one that is more to their advantage and still be assured of finding a partner.  The result of this, however, is a race to the ethical bottom.


The paper proceeds as follows.  Section 2 presents the model and the new equilibrium concept requires to solve the endogenous games.  Section 3 applies it to the prisoner's dilemma.  Section 4 relates our work to the existing literature, and Section 5 offers brief concluding comments.
2.  The model

Consider an economy with I ≥ 4 agents with I even.  Each agent has a set of strategies X available for him to learn.  Agents receive payoffs by finding a partner with whom to play a bilateral game.  The payoff to each agent is given by the function 
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. Thus, the payoff to agent i choosing strategy xi playing agent j choosing strategy xj is F(xi,xj).

We assume a two-part game.  The first part we will call the pregame.  Here, each agent chooses a subset of strategies to learn 
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.  We will refer to ℓi as agent i’s list. Denote the set of all possible lists as  SEQ CHAPTER \h \r 1L (that is, all possible nonempty subsets of X).


The second part of the game is a multistage matching game similar to the one described by Rubinstein and Wolinsky (1985).  In each round of the stage game, agents are randomly matched with another agent and can choose one of two options: play or not play.  If both agents decide to play, they choose strategies from their list, settle on a Nash equilibrium and retire from the game.  If at least one agent decides to not play, they receive no payoff but pay a delay cost of z > 0 and search for a new partner in the next round of play.


We assume that when an agent retires, he is replaced by an agent with the same name who has chosen to play in the same way. While this is a strong assumption from a theoretical standpoint, it will become clear that in the applications we consider, it has very little bite.


Formally, an agent's strategy in the second part of the game is a mapping from the strategy list of the agent with whom he is matched to his own list plus N (not play). Since matching is random and anonymous and the population of agent types is stable across periods, we assume that history does not influence strategic choice.  Let agent i’s second stage strategy be denoted 
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.  Let G denote the set of all such mappings. We will refer to gi as agent i's  stage game strategy.  An agent's strategy therefore consists of a pair (ℓi,gi) in (L,G).  Collectively, we denote this as 
[image: image4.wmf]S

s

i

Î

, and a strategy profile for the game is denoted s = (s1,…,sI).


Agents must form beliefs about what will happen in every subgame.  Four types of subgames are relevant to the solution concept.  One, of course, is the entire game.  One is the subgame in which the agent has already chosen his list but is waiting to be (re)matched with a partner.  A third is a subgame in which an agent is matched with someone else on the equilibrium path; that is, when an agent is matched with someone else whose list is consistent with the equilibrium strategy profile.  The fourth is a subgame in which an agent is matched with someone who has selected an out-of-equilibrium list.


Beliefs are consistent if they are consistent with the equilibrium strategy profile on the equilibrium path, along with one other requirement governing out-of-equilibrium beliefs.  If an agent encounters a list that he should not encounter in equilibrium, he places positive probability on his opponent playing actions that maximize the opponent’s expected payoff, but zero probability on his opponent playing actions that are dominated.  Given these beliefs, we can form the following expectations.  Eπ(si|s-i) is the expected payoff from choosing the list ℓi and the continuation game strategy gi when the other agents follow the strategy profile s-i.  These expected payoffs are relevant for determining the choice of list in the subgame that comprises the entire game, and they also represent the expected payoff agent i receives after refusing to play and paying the delay cost.  Eπ(gi|ℓi,ℓ,s-i) is the expected payoff from playing the continuation game strategy gi when the agent’s own list is ℓi, he is matched with a partner with list ℓ, and the other agents choose the strategy profile s-i.  This expectation is relevant for behavior in the subgame in which agent i is already matched with a partner whose list is on the equilibrium path.  
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 is the expected payoff from playing against a partner with an out-of-equilibrium list 
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.  Also, and importantly, if gi prescribes refusing to play against the given partner, whether the partner’s list is on the equilibrium path or not, 
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.  This means that agents always expect to be matched with on-the-equilibrium-path lists in future periods.

A pregame perfect equilibrium (PPE) is a strategy profile s, coupled with a profile of beliefs for each agent, such that (i) for each agent, the chosen strategy are expected payoff maximizing given the agent’s beliefs; (ii) for each agent i and every list ℓ in L, the agent’s continuation strategy gi is expected payoff maximizing given the agent’s beliefs and the agent’s own list ℓi; (iii) beliefs are consistent with equilibrium play on the equilibrium path, assign zero probability to future deviations from the equilibrium path, and assign zero probability to agents with out-of-equilibrium lists playing continuation game strategies that are not expected payoff maximizing; and (iv) agents choose to play whenever the worst they can do by playing is no less than the expected payoff from choosing to not play.  Conditions (i) – (iii) are similar to those in the definition of sequential equilibrium (Kreps and Wilson, 1982), but with the additional requirement that they specify each agent’s beliefs about the future behavior of other agents in the population when the agent in question encounters someone with an out-of-equilibrium list.  Condition (iv) avoids trivial equilibria in which all agents choose not to play in every circumstance.  Mathematically, these reduce to

(i) Eπ(si|s-i) ≥ Eπ(s’i|s-i) for all agents i and all s’i in S.


(ii) Eπ(gi|ℓi,ℓ,s-i) ≥ Eπ(g’i|ℓi,ℓ,s-i) for all agents i, all lists ℓi and ℓ in L, and all g’i in Gi.


(iii)  
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 for all agents i, all lists ℓi and 
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 in L and all g’i in Gi.


(iv)  If 
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 then gi(ℓ) ≠ N for all agents i and all lists ℓi and ℓ in L.
3.  Endogenous play in a granular prisoners' dilemma game


In this section we begin by defining a standard symmetric prisoners' dilemma game.  The strategy set for each agent is {c,d} with the payoffs given by



Fpd(c,c) = 12, Fpd(d,c) = 16, Fpd(c,d) = 0, and Fpd(d,d) = 4.
The corresponding normal form representation is

	
	c
	d

	c
	12, 12
	0, 16

	d
	16, 0
	4, 4



It is well known that the only Nash equilibrium of the one-shot prisoner’s dilemma is for both players to defect by choosing d.  The main point of this section is to show that when games are formed endogenously, making contributions to the collective becomes rational.  However, the equilibrium contribution levels will be equal for both agents.  Thus, endogenous games enforce the emergence of various different social norms of symmetric and cooperative behavior.  This contrasts with repeated versions of this game in which a folk theorem holds and asymmetric contributions might be seen in equilibrium.


We will restrict attention to pure strategy equilibria; however, we wish to allow agents richer strategy sets than simply cooperation and defection. We will therefore modify the prisoner’s dilemma above to allow agents to choose from a finite set of evenly spaced partially cooperative strategies. There are a number of ways to do this, but the most direct is to imagine pure strategies that have payoffs equivalent to mixed prisoner’s dilemma strategies.  Formally, let the action set be X = {0, ε, 2ε,…,1} and define


 SEQ CHAPTER \h \r 1F(xi,xj) = xixjF(c,c) + xi(1–xj)F(c,d) + (1–xi)xjF(d,c) + (1–xi)(1–xj)F(d,d).
For example, when ε = ¼, the above prisoner’s dilemma game transforms into the following granular prisoner’s dilemma game:

 SEQ CHAPTER \h \r 1
	
	1
	¾
	½
	¼
	0

	1
	12, 12
	9, 13
	6, 14
	3, 15
	0, 16

	¾
	13, 9
	10, 10
	7, 11
	4, 12
	1, 13

	½
	14, 6
	11, 7
	8, 8
	5, 9
	2, 10

	¼
	15, 3
	12, 4
	9, 5
	6, 6
	3, 7

	0
	16, 0
	13, 1
	10, 2
	7, 3
	4, 4


The action x = 0 corresponds to playing the least cooperative action d in the standard, two-action prisoner’s dilemma, and the action x = 1 corresponds to playing the most cooperative action c.  Higher values of x are more cooperative.


We can now begin to characterize the pregame perfect equilibria of the granular prisoner’s dilemma.
Theorem 1.  If z is sufficiently small, then for any x* in X there exists a PPE in which ℓi = {x*}, and x* is played by all agents in equilibrium in the stage game.

Proof (sketch).  Each agent i adopts the strategy in which ℓi = {x*} and gi entails choosing to play if and only if the agent’s opponent has a list whose lowest element is no lower than x*.  To see that this is an equilibrium, note that (i) agent i is willing to play against anyone who is at least as cooperative as x* because otherwise he just pays the delay cost z and gets rematched with someone whose least cooperative strategy is x*; (ii) agent i refuses to play against someone less cooperative than x*, because it is more profitable to pay the small delay cost z and then match with someone whose least cooperative payoff is x*; (iii) choosing a least-cooperative action above x* just gives away payoff when matched with someone with list {x*}; and (iv) choosing a least-cooperative action below x* makes agent i unable to find a match, in which case he loses z every period.  ■
The theorem says is that when search is relatively cheap (so agents can easily reject undesirable partners) all agents learning a list consisting of the same unique action is a PPE.  We think of this as a social norm since all agents choose to do exactly the same thing and are capable doing of nothing else in equilibrium.


Other, more complicated lists, which lead to the same outcome given above, may also be seen in a PPE.  Specifically, agents may learn many stage game actions, but have the same lowest (least cooperative) element.  This lowest element will then be the only action played in the stage game and so will constitute the social norm.

Corollary 1.1.  If  z is sufficiently small, then for any x* in X there exists a PPE in which minℓi = x* for all i, and x* is played by all agents in equilibrium in the stage game.

The next result states that the noncooperative outcome is always an equilibrium, regardless of the size of the delay cost (proof omitted).
Theorem 2.  There exists a PPE in which 
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 for all i, and 0 is played by all agents in equilibrium in the stage game.

So far, we have established that there can be equilibria in which every agent learns the same least-cooperative element.  There are other, more complicated equilibria.  To find them, describe player i’s continuation game strategy by two elements of X, the least cooperative action in his list xmi (where the superscript m is mnemonic for “my action”) and the least cooperative action he will play against xyi (where the superscript y is mnemonic for “your action”).  We can now classify strategies into three types.  Norm players have xmi = xyi, sheep have xmi > xyi, and wolves have xmi < xyi.  The idea is that a sheep is willing to play against someone who is less cooperative than he is, so that he gets the lower payoff in the pair, while a wolf insists on playing only with agents who are more cooperative than he is, so that he gets the higher payoff in the pair.  Norm players are willing to play against anyone who is at least as cooperative as they are, and are happy to be treated symmetrically.  We say that a wolf and a sheep are complementary if xmw = xys and xms = xyw, so that the wolf choose to behave in the least cooperative way the sheep will accept, and the sheep behaves in the least cooperative way the wolf will accept. 
Theorem 3.  For small enough z, there exists a PPE in which there is exactly one sheep, and all other agents are complementary wolves.

Proof (sketch).  The sheep is willing to play against the complementary wolf because refusing to do so entails paying the delay cost z and then matching with another complementary wolf.  The sheep does not want to change his list because then he will never match as the wolves are all waiting to play against the lone sheep.  A wolf would not want to become more cooperative because doing so would just give away payoffs to the sheep, and a wolf would not want to become less cooperative because doing so would result in never matching.  The wolf would not want to become a sheep because, if the delay cost is small enough, the wolf earns a higher expected payoff than the sheep.  ■

The equilibrium in Theorem 3 is not robust to additional refinement and to this extent is an artifact of the equilibrium concept (in contrast to the more realistic social norm PPE discussed above).  While the one sheep in this equilibrium cannot improve his payoff by defecting from this strategy in a static sense, any reasonable sheep would see that if he chooses to become a norm player, for example, the wolves would have no choice but to follow his example.  We don't consider this kind of far-sighted behavior in this paper, however, and so the equilibrium remains.


At last we are ready to show that the only PPE are those discussed above.

Theorem 4.  For z small enough, only  two types of PPE are possible: (1) all agents using the same norm strategy (2) one sheep player and all other agents using the complementary wolf strategy. 

Proof.  See original paper.  ■
Note that if we set ε = 1 we get back the standard pure strategy prisoners' dilemma game as a special case. Theorem 4 then states that all agents choosing to learn c only and all agents choosing to learn d only (or equivalently, c and d then playing d) are the only two robust PPE.  There is also a non-robust equilibrium with one sheep learning c only and all other agents learning d (or equivalently, c and d then playing d).

An important implication of Theorem 4 is what it rules out.  Specifically, there is no equilibrium in which the group segments itself into two subgroups, each with at least two members, but with different social norms.  To see why, suppose that members of group A learn action xA only, members of group B learn action xB > xA only, and all agents are social norm players (so that they play if and only if their opponent is at least as cooperative as they are).  Then group A members are willing to play against anyone, but group B members only play against other group B members.  Since a pair fails to match if either partner refuses to play, group A members only get to play against group A members.  Let IA and IB denote the number of players in groups A and B, respectively.  When the delay cost z is infinitesimal, the expected payoff to a member of group A is πA = F(xA,xA)∙(IA – 1)/I and the expected payoff to a member of group B is πB =  F(xB,xB)∙(IB – 1)/I.


If πA ≥ πB then switching from group B to group A is profitable because group A is already more profitable and adding a member increases the probability of a successful match.  If πA < πB then switching from group A to group B is profitable.  Either way it is profitable for some agent to switch, and therefore no equilibrium exists in which different groups of size two or more have different social norms.

Another immediate corollary is the following: 

Corollary 4.1. For any given z, if ε, the gap between pure strategies, is small enough, then the only equilibrium outcome is for all agents to learn to defect (x = 0) and to play this in every encounter.
Intuitively, this says the following: suppose that we begin at any partially cooperative social norm PPE.  Clearly, any one agent would improve his payoff by being just a little bit less cooperative.  Provided he does not take away more from his potential partner than the search costs, he will still find a match in the first round.  But then all agents are better served by learning a slightly less cooperative strategy and this is the social norm. Of course, then it is optimal for any given agent to be slightly less cooperative than this new social norm.  This process unravels until only the fully noncooperative social norm remains. An immediate implication of this is that if the strategy set is continuous (or if mixed strategies are allowed), the game unravels and only the noncooperative strategy remains as an equilibrium


The lesson of the corollary is that for any kind of cooperation to be possible, there must be clear lines between ethical systems.  To be seen in equilibrium, a philosophy or creed must lay out a clear code of behavior and must be measurably distinct from alternative ethical codes.


The assumption of evenly spaced granularity between strategies could also be relaxed.  Suppose that there is an asymmetry in the gap between ethical systems.  For example, once one falls into an ethical muddle of cheating with any frequency, it might be hard to think of any ethical system that would permit cheating only to one particular degree.  On the other hand, one can imagine a system that says never cheat.  If this is the case, then once you fall below a certain ethical standard of behavior, there is not sufficient granularity to prevent you from falling to the bottom of the ethical scale. More formally, given search costs z, if the gap between strategies becomes smaller as one moves toward pure noncooperation then the set of potential PPE equilibria will include all symmetric outcomes above some cut point at which the granularity become too fine (and as always, the noncooperative outcome as well).

4.  Literature review


The starting point for this work is Rubinstein and Wolinsky’s (1985) famous bargaining model. This began a large literature too extensive to be cited in detail here.  Their paper provided a very useful formalization of the notion that the players in a game are not randomly determined, but coalesce endogenously instead.


Although Rubinstein and Wolinsky do not further consider that the form of the game that agents play may also be endogenously determined, there are a number of other papers that do so in various ways.  An excellent recent example is Jackson and Wilkie (2005). The games they consider are endogenous in the sense that agents are able to enter into certain classes of binding contracts to give one another side payments contingent on the strategies they eventually choose. This is an example of precommitment being introduced into the game and is in the spirit of Coasian contracting. It has the effect of altering the payoff function for the agents, but not the strategy sets they have available. There are many variations on this kind of pregame contracting, see especially, Varian (1994), Ray and Vohra (1997), Caruana and Einav (2005) and other work discussed in Jackson and Wilkie.


A somewhat different approach is exemplified by Lagunoff (1992). This literature imagines that there is an initial phase in which the overall mechanism that agents will use to decide on allocations is chosen. Thus, the entire form of the game is up for discussion. Related to this is a literature that studies the optimal size of the agenda in bargaining games. Lang and Rosenthal (2001), for example, explore whether it is beneficial to bargain over a large agenda simultaneously or only over a subset. Again, both of these papers and the literatures they represent consider macro-level alterations of the whole game form through planning, voting, or negotiation. This is different from the micro scale approach proposed here of allowing agents to voluntarily and unilaterally restrict their strategy choices within a given game framework.


Alger and Renault (2006a,b) examine a principal-agent model in which agents' types are two-dimensional: they have an ethical type and a cost type.  Honest agents cannot lie about their cost type but they can lie about their honesty, while dishonest agents can lie about both their ethical type and their cost type.  The papers explore the ability of the principal to screen agents according to ethical type when agents first send messages about ethical type and then send messages about their cost type.  Alger and Renault's model is similar to ours in that an agent's type is related to whether the principal wants to transact with him and restricts the transactions that can take place.  The principal must design a contract to induce an honest agent to reveal his restricted strategy set.  In our model the agent must reveal the restricted strategy set or, put differently, the list is also the only signal available to the agent.

Gilson and Mnookin (1994) present an informal model in which litigants can choose lawyers with reputations for cooperation, and thereby commit to more a cooperative litigation procedure than they would have been able to achieve otherwise. If one considers choosing a lawyer as choosing a list, their informal model would be a special case of ours. Croson and Mnookin (1997) find experimental support for the Gilson and Mnookin model.


Other related work in the experimental literature includes Dana, Cain, and Dawes (2004) and Lazear, Malmendier, and Weber (2005) who run dictator game experiments in which the proposer has the opportunity to opt out of participating in the game. Both experiments find that a significant number of subjects in fact choose this option instead of playing. Although this is not as elaborate as having subjects choose strategy sets and subsequently whether or not to play a particular opponent, opting out is at least in similar spirit.  One can think of this as an expected judgment that, given the opponent and the game one likely to encounter, playing is not worthwhile.


Theoretical work on the existence of social norms has tended to focus on two approaches.  Coleman (1990) first directed attention to the importance of sanctions for enforcing norms, and the ensuing literature has relied heavily on the theory of repeated games.  In this approach, two or more individuals interact repeatedly and cooperation or other beneficial social norms exist in equilibrium because deviations from the norm are punished in future periods.
  An alternative theoretical modeling approach for analyzing social norms relies on evolutionary game theory, in which individuals are “programmed” to play certain actions and the individuals who have above average payoffs in the population increase their presence in the population while individuals with below average payoffs represent a shrinking portion of the population.  Axelrod (1986) shows that social norms, such as cooperation in the prisoner’s dilemma, can arise out of evolutionary processes.


These two approaches suggest that social norms like cooperation arise in a society because either individuals who fail to follow them are punished (the repeated game approach) or because individuals who follow the norms reproduce more successfully than individuals who do not (the evolutionary approach).  Our proposed model suggests a different reason for why norms arise.  When individuals have the opportunity to refuse to interact with others, social norms arise to make individuals attractive partners.  Or, put differently, people conform to social norms so that they can have the opportunity to interact with others, and people who fail to conform to the social norm are shunned by society.  Importantly, both of the existing approaches require repeated interactions for cooperation to occur, while in our setting individuals interact only once.  Nevertheless, a social norm of cooperation can arise in our setting.

5.  Conclusion

We describe a research program that examines a new form of game in which both players and the exact form of the game (strategy sets) are endogenously determined through equilibrium play.  We argue that such endogenous games are not uncommon in the real world, and indeed may be more the rule than the exception.  We explore the granular prisoners’ dilemma and anti-prisoners’ dilemma in detail.  We show that if search cost is low enough, the only robust equilibria can be seen as social norm outcomes in which all agents cooperate to exactly the same degree.


We make a number of simplifying assumptions in showing these results and it would be interesting to relax these. For example, we assumed that agents can perfectly observe the list of the agent with whom he is matched.  One might instead include costly signaling about the lists agents choose. We also assumed that it was costless to learn strategies.  While making learning costly in the PD games we explore here would not change anything, in more general games it might make a difference. Finally, we could allow agents who replace those who match out to choose their own strategies.  We think this will lead to somewhat different results, but not ones that give much new insight.  For example, in the granular PD games, all agents match the period they are born and so we could see each new generation settling on a new and different social norm.  This will dramatically increase the complexity of the equilibrium notion and strictly increase the number of equilibrium outcomes. Nevertheless, we still see social norms arising in each period.


This work could be extended in several directions.  Most obviously, one could consider other types of games.  In separate work, we explore coordination and ultimatum games.  One could also move away from specific games to see what could be proven about endogenous games in general.  Finally, these games have a very simple structure and it would be quite interesting to see if our theoretical results hold up to experimental verification.


For the present, our point is to argue that if we have to convince people to play games with us we might find it in our interests to change the sort of person we are. We think this sheds new light on the important findings of the experimental and behavioral literatures.  It may be that agents are in fact behaving in a fully rational way given the strategy sets they have available to them.  The findings of these literatures may therefore be seen as perhaps rejecting the embedded assumption that agents are playing a specific game rather than that they are playing not in a fully rational way.
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� Kandori (1992) and Dal Bo (2005) expand on Coleman‘s approach by allowing for group enforcement (see also Neilson, 1999).


� Extensions of Axelrod‘s work include Bendor and Swistak (2001) and Sugden (2004).
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